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It is demonstrated that the crystallographic models of macro-

molecules may appear to diverge upon extended refinement

against experimental data. Two regimes are identified for this

phenomenon. Firstly, at higher resolution the apparent

instability of the resulting models is shown to originate from

the relatively small fraction of disordered atoms present in

the initial model. Secondly, at lower resolution additional

refinement instability may arise from insufficiently strong

geometry restraints. The convergence of crystallographic

refinement is proposed as one of the possible criteria in

selecting a specific refinement strategy and in model valida-

tion.
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1. Introduction

In protein crystallography, experimental data in the form of

measured intensities of X-ray diffraction of individual reflec-

tions are used to deduce the three-dimensional model that

represents the arrangement of protein atoms in space. In-

herent to this procedure is a relatively low data-to-parameter

ratio. Protein chemistry limits the set of possible atomic

models (Engh & Huber, 1991; Evans, 2007; MacArthur &

Thornton, 1996; Tronrud et al., 2010), yet even within these

confines some ‘disordered’ elements of the model may become

under-determined (in this specific context, the model is

defined as the set of equations that provide the relationship

between the physical model and the experimental diffraction

data). Traditionally, however, such fragments of the structural

model (which contain very limited information beyond simple

chemical considerations independent of experimental diffrac-

tion data) are included together with much more robust

elements, leading to potential model (over)interpretation

problems. The problem is exacerbated at low resolution, when

the underlying data may not even contain the information

regarding structural details beyond the approximate confor-

mation of the macromolecular backbone. Several methods

have recently been developed to improve the stability of

crystallographic refinement at low resolution (Adams et al.,

2010; Murshudov et al., 2011; Schröder et al., 2010).

No agreement exists amongst practicing protein crystallo-

graphers regarding the most appropriate procedure to be

applied to the modeling of structural disorder. It is nearly

universally accepted that when large fragments that include

backbone atoms (e.g. loops connecting secondary-structure

elements and polypeptide chain termini) are ‘missing from

electron density’ (also a subjective observation), corre-

sponding atoms are excluded from the model as there is simply

not enough information to place them with certainty.
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However, side chains that are ‘missing’ while the corre-

sponding backbone atoms are well defined are often treated

differently by including them in the model and allowing

refinement to produce relatively high atomic displacement

parameters (ADPs). The argument in support of this approach

is that it is known from the protein chemistry that the atoms in

question must be located in the vicinity (ignoring the possi-

bility of radiation damage) and that large ADPs make the

position of the atoms rather uncertain, reflecting the lack of

specific information in the form of a peak in electron density.

It is also said that including the disordered atoms results in

more ‘end-user-friendly’ models, while excluding them may

lead to misleading derivative results (e.g. electrostatic poten-

tial calculations). The counterarguments are that high ADPs

only indicate increased static and/or dynamic disorder (i.e.

increased variation in atomic positions across lattice points

and in time) and not the precision of the determination of the

average atomic position and that, simply put, disordered

atoms are assigned average positions that are entirely

unsubstantiated. Inclusion of disordered atoms often has

negligible effect on the traditional measures of the model

quality and may even provide some resemblance of validation

by producing weak electron density which is simply a conse-

quence of model bias. As for the distortions of the calculated

electrostatic maps owing to the removal of (most often

cationic) charged side chains, it is indeed incumbent upon the

scientist interpreting the model to understand the limitations

of such theoretical predictions.

The presence of poorly defined atoms in the model leads,

as we show here, to increased instability of crystallographic

refinement. The traditional measure of structural variation,

the root-mean-square deviation (r.m.s.d.), tends to be sensitive

to the presence of outliers (Pozharski, 2010) and thus the drift

of disordered atoms that are not firmly ‘anchored’ to a peak

in the electron-density map will produce what may be inter-

preted as a lack of refinement convergence. We will demon-

strate that, at least at high resolution (1.8 Å), this lack of

convergence may be eliminated by restricting the model only

to atoms that are actually found in the electron-density map.

Another factor that may contribute to refinement instability

is model bias. Depending on the starting model, the refine-

ment may converge to a different local minimum. Particularly

at low resolution, if the geometric restraints imposed in

macromolecular refinement are not sufficiently tight then

the system of equations that describe the structural model

becomes under-determined. As a result, some model degrees

of freedom (which in many cases are not simple atomic co-

ordinates but rather combinations of these such as dihedral

angles) are not effectively determined by the data, and

refinement becomes partially unstable. We show that without

proper restraints even the core variation of the model, as

defined by the percentile-based spread (Pozharski, 2010), may

drift during refinement, reducing model precision.

Crystallographic model refinement instability may poten-

tially be viewed as resulting from the corresponding software

algorithms being insufficiently robust. There appears to

be an expectation that in the future clever algorithms may

completely replace human judgment in the process of refining

a crystal structure. Whether such complete automation may be

indeed achieved remains to be seen. At present, however, the

possibility of careless modeling that is incompletely justified

by experimental data remains and monitoring the instability of

refinement may be a useful safeguard against creating a flawed

structural model.

In conclusion, we propose a test of the adequacy of a

refinement protocol, which requires that refinement success-

fully converges. The resulting solution may still contain

systematic error, or model bias owing to a suboptimal choice

of parameters and the shortcomings of the standard crystal-

lographic model, but the statistical error is thus minimized

with respect to controlled parameters.

2. Methods

2.1. Assessment of refinement convergence

For every test of refinement convergence, 16 randomized

models were generated by adding normally distributed noise

with a standard deviation of 0.1 Å to every atomic coordinate,

resulting in an initial r.m.s.d. of 0.17 Å. ADPs were also

randomized, with a target standard deviation of 10% of

their values. This was followed by crystallographic model

refinement using REFMAC (Murshudov et al., 2011) and

phenix.refine (Adams et al., 2010) under standard protocols.

The version of phenix.refine used in this work provides real-

space and occupancy refinement, which are activated by

default. These features were deactivated to assure that both

algorithms utilize the same general set of model parameters

(coordinates and ADPs).

Refinement was generally performed for up to 64 cycles

with REFMAC and for up to eight cycles with phenix.refine.

The intermediate models were stored for analysis and then

used as starting points for continued refinement. At least with

REFMAC, this may provide slightly different results com-

pared with continued refinement for the full number of cycles,

in particular owing to updates of the bulk-solvent mask (Jiang

& Brünger, 1994). However, our tests showed no detectable

change in model ensemble variation between ‘continuous’ and

‘back-to-back’ protocols.

The resulting model ensembles were analyzed using two

measures: the traditional root-mean-square deviation of

atomic coordinates (r.m.s.d.) and the percentile-based spread

(p.b.s., Pozharski, 2010). Both measures were used to char-

acterize the variation among the models in an ensemble.

Briefly, the p.b.s. is similar to the interquartile distance, which

is of wide use in descriptive statistics as a measure that is less

sensitive to the presence of outliers in data samples. An

important difference is that the spatial distances in three

dimensions are always represented by a positive number and

follow a Maxwell–Boltzmann rather than a Gaussian distri-

bution (Chambers & Stroud, 1979). Accordingly, the percen-

tile cutoff used for the p.b.s. calculation is set to correspond to

the hypothetical standard deviation assuming that no outliers

are present. Thus, the p.b.s. represents the variation in atomic
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positions displayed by most of the atoms. To calculate the p.b.s.

of a model ensemble, the distances were calculated for every

atom from the median position of that atom in the ensemble,

followed by determination of the corresponding percentile

(�60.8%, which corresponds to the standard deviation in

the absence of outliers). This analysis was performed for the

whole set of atoms as well as several groups: protein atoms,

waters, and protein backbone and side-chain atoms.

The algorithm of repetitive refinement of initially

randomized models and subsequent analysis of model

ensembles is implemented in the ShakErr software, which is

available from http://shakerr.sourceforge.net.

3. Results and discussion

3.1. High-resolution scenario

PDB entry 1bmb represents the crystal structure of the SH2

domain of Grb2(1) in complex with a phosphorylated peptide

(Ettmayer et al., 1999) at 1.8 Å resolution and was chosen

because it is a relatively small protein refined against data of

excellent quality. When randomized models were refined using

REFMAC, the r.m.s.d. rapidly (within ten steps) declined from

its starting value of �0.17 Å (dictated by the amplitude of

initial randomization) to the lower value of 0.06 Å (see Fig. 1).

However, further refinement appeared to become somewhat

unstable and the overall r.m.s.d. kept drifting upwards without

reaching any apparent plateau after 64 refinement steps. To

determine whether the refined model would stabilize during

an extra long refinement it was extended to 1024 steps and it

appeared that �100 steps were required for convergence.

The r.m.s.d. of atoms grouped by type is shown in Fig. 2.

These results obviously indicate that the instability ‘resides’ in

the side chains and water molecules. The backbone atoms do

not experience any significant increase in r.m.s.d., converging

to the low value of 0.01 Å. The side-chain atoms, in contrast,

significantly diverge as refinement progresses. Further analysis

of the variation of individual residues showed that the increase

in r.m.s.d. is associated with a limited number of side-chain

atoms that may be characterized as ‘disordered’, i.e. the elec-

tron density associated with them is weak and often appears to

be influenced by the random conformation assumed by the

side chain, in a clear indication of model bias. When 44 of

these disordered atoms were omitted from the model

(together with 23 disordered water molecules described

below), the side-chain and overall r.m.s.d. no longer increased

upon continued refinement (see Fig. 3). These atoms consti-

tute �6.6% of all the protein atoms in the structural model

and clearly dominate the higher end of the r.m.s.d. distribu-

tion, as shown in Fig. 4.

Water molecules present in the structure behaved similarly.

The r.m.s.d. of the water molecules in the model ensemble was
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Figure 2
The r.m.s.d. of groups of atoms in the 1bmb model ensembles. Protein
backbone (red), protein side chain (green) and water molecules (blue)
are shown. The backbone atoms do not experience any instability and
rapidly converge to the final solution. Water molecules diverge and reach
the plateau within �30 steps of refinement, while the side-chain atoms
experience a much slower drift and converge in �100 steps.

Figure 3
The r.m.s.d. of groups of atoms in the 1bmb model ensembles after
removal of ‘disordered’ protein and solvent atoms. Overall values (black)
and those for protein backbone (red), protein side chain (green) and
water molecules (blue) are shown. In the absence of disordered model
elements, the refinement essentially converges within �10 steps.

Figure 1
The all-atom r.m.s.d. of the 1bmb model ensembles versus the number of
refinement steps. The initial convergence (�10 steps) of the randomized
models is followed by a loss of stability until the disordered elements
completely diverge within �100 steps.



as high as 0.18 Å after prolonged refinement and upon closer

inspection this increase arises from 23 water molecules (�20%

of all waters) that are associated with electron-density peaks

that are lower than 1�. Two additional waters exhibited

greater variation owing to being located at or near special

positions and these were excluded from the analysis. When all

of these waters were removed from the model, the r.m.s.d. for

this group of atoms was reduced to 0.002 Å after 1024 steps of

refinement.

Interestingly, the water molecules appeared to converge

much faster (�30 steps) than the side chains (�100 steps).

This is likely to be a consequence of geometric restraints that

would slow down the atomic drift in the case when a specific

side-chain conformation is not supported by the experimental

data.

When the percentile-based spread was used to characterize

the ‘core’ model divergence, the refinement appeared to be

much more stable (see Fig. 5). This is expected since the

disordered side chains may be considered to be outliers, to

which the p.b.s. is not sensitive by design. An interesting

observation was that a small but detectable decrease in the

p.b.s. (from �0.004 to �0.001 Å after 1024 steps of refine-

ment) occurred upon the removal of disordered side chains.

The observed drop significantly exceeded the reduction in the

p.b.s. prior to re-refinement (which results directly from the

percentile cutoff being applied to a smaller number of atoms).

This is important because the disordered side chains do not

contribute to the p.b.s. directly as they consist of atoms that

exhibit positional variation above the �60% percentile that is

used for the calculation. Thus, the observed effect arises from

the increased variation of the well defined elements of the

model in the presence of the atoms unsubstantiated by elec-

tron density. Specifically, this means that the error associated

with the poorly defined positions of these disordered atoms

propagates into better defined parts of the model as refine-

ment attempts to compensate for elements not supported by

experimental data.

An increased amplitude of initial randomization resulted in

a sharp increase of the overall r.m.s.d. even for the model

devoid of disordered elements (see Fig. 6). Inspection of the

resulting model ensembles confirmed that the main source of

increased variation is the systematic error introduced when

atoms are moved outside of the convergence radius, similarly

to a previously discussed (Pozharski, 2010) case of automated

rebuilding (Terwilliger et al., 2007). The model errors appear

in all structural elements (i.e. backbone, side chains and water

molecules). If the amplitude of initial randomization was low

the resulting ensembles also have a slightly lower variation,

perhaps owing to the model remaining closer to the same local

minimum.

Refinement in phenix.refine showed very similar results that

support the conclusions regarding the role of disordered
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Figure 4
The distribution of r.m.s.d. values among the ‘disordered’ atoms in 1bmb
that were removed from the model to stabilize the refinement (red). The
rest of the ‘stable’ atoms are shown in blue. While a certain overlap
between the two groups is observed, the majority of the disordered atoms
are characterized by higher r.m.s.d.

Figure 5
The p.b.s. of groups of atoms in the 1bmb model ensembles. The same
groups as in Fig. 3 are shown. Since the measure used here is not sensitive
to the outliers, it behaves similarly to the r.m.s.d. after the removal of
disordered atoms, indicating that the more stable elements of the
structural model converge within �10 steps.

Figure 6
The r.m.s.d. of the 1bmb model ensembles after 16 steps of refinement
using different amplitudes of the initial randomization. The results are
shown for the full model (red) and after the removal of disordered atoms
(blue). The sharp increase observed in both cases at �rinitial’ 0.5 Å arises
from the systematic model errors introduced by initial randomization.



atoms in refinement instability and improved behavior of the

p.b.s. compared with the r.m.s.d. Interestingly, the ‘magnitude’

of the instability is somewhat lower for phenix.refine, despite

the adjustment of the weight of geometry restraints to match

REFMAC’s overall r.m.s. deviation of the covalent bond

lengths from their ideal values. Certainly, there are sufficient

differences between the implementations of crystallographic

refinement in the two programs that may result in

phenix.refine producing slower divergence of the disordered

side chains over refinement progression. For instance, while

REFMAC refines coordinates and ADPs simultaneously,

phenix.refine utilizes separate steps for these groups of para-

meters. The two programs also use different approaches to

formulate their maximum-likelihood targets (Murshudov et

al., 2011; Lunin et al., 2002).

11 other structural models of small proteins at 1.8 Å reso-

lution were analyzed in order to determine how common the

behavior exhibited by the 1bmb model is. Several of these

showed an identical pattern of refinement instability which

can be rectified by removal of the disordered atoms [PDB

entries 3lh4 (Kotsyfakis et al., 2010), 2eff (Pastore et al., 2007)

and 1ubq (Vijay-Kumar et al., 1987)]. In some cases no

instability was observed for the protein and the source of the

increased r.m.s.d. over refinement progression only included

water molecules [PDB entries 1mku (Sekar et al., 1997), 3ons

(Huang et al., 2011), 3gwg (Lam et al., 2010) and 3lo4 (Wei et

al., 2010)]. Yet in some instances the refinement was entirely

stable even when using the model as deposited in the Protein

Data Bank [PDB entries 3ag7 (Takano et al., 2010), 3ls0

(Jackson et al., 2010) and 3idw (Di Pietro et al., 2010)].

The results for the 12 models are summarized in the Table 1.

In most cases the introduction of disordered atoms was

accompanied by an increase in the p.b.s. value, suggesting that

the model bias may become delocalized and affect the atomic

coordinates throughout the structural model, likely resulting

in slightly reduced model quality. In addition, in most cases it

also resulted in a slight increase in Rfree. While changes in each

individual case were small, averaging at �0.7%, the general

trend is obvious. It must be pointed out that the corresponding

shifts in atomic positions are small compared with the overall

model error [as defined by the Cruickshank diffraction-

component precision index (DPI; Cruickshank, 1999) or its

maximum-likelihood-based analog (Murshudov & Dodson,

1997)].

3.2. Low-resolution scenario

The structure of the bacterial lipocalin Blc (PDB entry

3mbt; 2.6 Å resolution; Schiefner et al., 2010) was used to

study the stability of crystallographic refinement at low reso-

lution. The model itself is well refined and represents a rela-

tively small protein, simplifying the analysis. Moreover, initial

inspection of the electron density indicated that no potentially

disordered elements were included in the model by the

structure’s authors and thus the source of instability char-

acteristic of the high-resolution scenario discussed above has

already been eliminated. In a few other test cases that were

investigated (data not shown) the initial models did contain

disordered elements, which, as expected, behaved similarly to

the high-resolution case by inflating the r.m.s.d. and making

refinement unstable. Notably, in several instances structural

elements were identified that could fit into the electron density

in alternate conformations that cannot be distinguished given

the underlying resolution. This leads to a generally increased

r.m.s.d./p.b.s. of the final model ensemble, but the speed with

which refinement converges is not affected.

Unlike the high-resolution scenario, in this case both of

the measures of the ensemble divergence, the r.m.s.d. and the

p.b.s., showed significant instability as refinement progresses

(see Fig. 7). Interestingly, phenix.refine again showed much

more stable behavior, unless the weights of the geometric
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Figure 7
The overall r.m.s.d. (red) and p.b.s. (blue) in the 3mbt model ensembles
with loose (circles) and tight (squares) restraints. Initially, the r.m.s.d.
drops to approximately the same level, but when the restraints are not
sufficiently tight the refinement becomes unstable.

Table 1
Statistical characteristics of the model ensembles refined under a high-
resolution scenario.

All models were refined for 64 steps in REFMAC after initial randomization.
�N designates the fraction of atoms deemed to be disordered and removed
from every model. The Rfree-based Cruickshank DPI (Cruickshank, 1999),
maximum likelihood-based estimate of coordinate uncertainty (Murshudov &
Dodson, 1997), overall model ensemble r.m.s.d., p.b.s. (Pozharski, 2010) and
Rfree (Brünger, 1992) are shown. The two values in these columns represent
the corresponding measure for the original protein model as deposited in the
Protein Data Bank and after removing the disordered atoms.

PDB
code Natom

�N
(%)

DPIfree

(10�3 Å)
�ML

(10�3 Å)
R.m.s.d.
(10�3 Å)

P.b.s.
(10�3 Å)

Rfree

(%)

3lh4 1016 2.3 111/109 72.0/70.0 51.8/13.6 4.4/2.1 21.5/21.4
2eff 997 3.7 146/140 86.4/84.0 113/5.2 6.5/1.4 27.3/26.7
1cm2 926 27.2 177/170 123/121 45.2/20.4 8.1/4.6 27.0/26.1
1mku 1036 9.2 151/132 90/82 96.3/7.7 12.3/2.5 23.1/21.2
1ubq 660 10.8 158/141 92/84 73.3/18.2 6.1/1.7 25.2/23.9
1bmb 1018 6.6 111/103 63/59 88.3/15.3 4.5/2.7 19.1/18.2
3ons 666 2.7 118/114 74/74 35.2/4.9 2.2/1.4 20.8/20.5
3gwg 1120 0.5 120/121 70/71 25.6/9.8 4.6/5.1 18.2/18.4
3lo4 538 1.9 152/150 103/100 20.9/2.4 2.1/1.0 27.6/27.5
3ag7 942 145 90 12.5 5.6 23.3
3ls0 1014 116 71 20.7 7.4 21.4
3idw 576 113 86 6.6 4.1 22.2



restraints were adjusted to produce an overall r.m.s. deviation

of covalent bond lengths from ideal values similar to that

produced by REFMAC. This observation clearly indicated

that at low resolution the algorithm for the automatic deter-

mination of the weights as implemented in REFMAC tends to

under-restrain the model, while producing a bond r.m.s.d. that

corresponds to the variation found in the high-resolution

structures (�0.02 Å). When the weighting was adjusted to

produce a lower bond r.m.s.d. at �0.006 Å the refinement

stabilized, as shown in Fig. 7.

4. Conclusions

The present study of the stability of macromolecular crystal-

lographic refinement demonstrates the difficulty of using the

conventional measure of structural variation, the r.m.s.d., in

the characterization of the divergence of the model ensembles

produced from initially randomized models. For instance, it

appears as if the models at high resolution diverge signifi-

cantly; however, most of the atoms retain their positions much

better than the overall r.m.s.d. seems to suggest. In fact, all

of the refinement instability as defined by the r.m.s.d. can be

assigned to a small fraction of disordered atoms. The p.b.s., on

the other hand, shows a clear distinction between this case and

the under-restrained model at low resolution, where atomic

positions converge poorly throughout the structure.

The process of crystallographic refinement allows a multi-

tude of decisions that are often left to the discretion of the

person refining the model. Philosophically, this is justified by

the notion that a presented model is an interpretation of the

experimental data. Structural biologists should be free to

interpret their data to their liking (within certain boundaries

as supported by the available data). Also, since experimental

data deposition is mandatory, others can subsequently re-

interpret the data and verify to what extent the presented

conclusions were justified. Here, we propose using the con-

vergence of the refinement process as one criterion that can

guide some of these decisions.

For example, we have shown that under-restraining a

structural model at lower resolution results in increased

variation among alternatively refined models. This means that

the statistical errors have increased and stronger restraints

may be in order. It must be emphasized that while refinement

convergence does not assure the absence of systematic errors,

lack of convergence clearly indicates that the refinement

protocol is somewhat inadequate. The importance of the

proper choice of the weight of geometric restraints has been

well established and what we propose here is an objective

criterion to help guide this and similar decisions. Certainly, it

should be used only in combination with other well established

approaches, such as improvement in the R values and

resolution-dependent expectation of the model adherence to

ideal geometry.

In addition to guiding various aspects of refinement

protocols, model ensembles can be useful in identifying

problematic regions of a structural model. An atom which is

systematically placed in a different spatial position when

refined from a different starting point clearly has its coordi-

nates determined with lower confidence. While elevated

variation alone does not necessitate an atom’s removal from

the model, obvious outliers need to be inspected. Importantly,

the p.b.s. provides a much better estimate of the characteristic

level of model variation than the r.m.s.d., as the latter may

be significantly influenced by the presence of outliers. For

instance, the r.m.s.d. of water molecules in the full model of

the SH2 domain of Grb2(1) (high-resolution scenario) was

�0.18 Å but was reduced by an order of magnitude once the

disordered waters were removed. This significant inflation of

the r.m.s.d. is produced by a minority of ‘rogue’ water mole-

cules and may lead to an obviously erroneous conclusion that

the limit imposed on model precision by instability of the

refinement process is very high (i.e. the inaccuracy of the

positions of the water molecules in the structure is more than

0.2 Å). Notably, the p.b.s. indicates that the majority of water

molecules are refined within 0.015 Å precision, a value that is

not significantly affected by a few outliers. It is important to

emphasize that instability of the refinement is definitely not

the only source of model error (and may in fact provide only a

minor contribution when refinement is performed properly).

Another important observation is that with a proper

refinement protocol the level of variation among the con-

verged models is much lower than the model error as esti-

mated by global measures of model uncertainty such as the

Cruickshank DPI or its maximum-likelihood-based analog.

The variation among the converged models may be ascribed to

‘model bias’, i.e. the tendency of the minimum of the target

function to be affected by the current model. Our observations

indicate that this model bias is not the dominant source of

model error in protein crystallography.
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